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Abstract. Dynamic fracture toughness is determined by impacting fracture specimens and determining the onset
of crack propagation. In such experiments characteristic impedance (actuator-specimen) matching problems can
affect the accuracy of the measured forces. In addition, fracture time is mostly determined by means of surface
rather than bulk devices (e.g. gages). In this paper we address these issues in linear-elastic materials. Based on
the H-integral we show that either the measured forces or the displacements (whichever is more accurate) can
be used to calculate the evolutions of the stress intensity factors. These evolutions must be identical by virtue of
the reciprocity between forces and displacements, at least until some bulk fracture process develops. Examples
are presented to illustrate how these observations can be applied to ‘fine-tune’ dynamic fracture experiments and
complement fracture gage readings.

1. Introduction

Dynamic fracture testing of materials is a delicate problem both theoretically and experimen-
tally. The theoretical difficulties are related to inertial effects which do not exist for statically
applied loads [1]. Most of the experimental activity in that field is concerned with the deter-
mination of the dynamic stress intensity factors (SIF). Typical experiments generally involve
sophisticated techniques and sometimes intensive numerical calculations (see e.g. review [2]
and [3]).

Recently, anew approach has been introduced which comprises theoretical, experimental as
well as numerical aspects [4-6]. Knowledge of the forces and displacements on the boundaries
of a cracked specimen is sufficient to completely determine the evolutions of the dynamic
stress intensity factors thanks to the path independent H -integral. To that matter, a new fracture
specimen (the Compact Compression Specimen-CCS) has been especially devised to be easily
inserted in standard Kolsky (split Hopkinson) bars. Furthermore, the degree of mode mixity
— a crucial problem in dynamic fracture testing [7] — has also been characterized for this
experiment [8].

The degree of accuracy of the stress intensity factors depends chiefly on the precision
achieved in assessing the forces and the displacements at the specimen’s boundaries as well
as the time at which the crack starts to propagate. The purpose of this paper is to address
experimental precision by presenting new results for the CCS technique which apply also to
general dynamic fracture toughness testing. In Section 2, we briefly recall the principle of the
CCS technique and the main results obtained so far. In Section 3, we discuss the reciprocity
between forces and displacements. Specifically, we show how this reciprocity can be used for
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Fig. 1. Two specific contours for the evaluation of the H -integral.

a better interpretation of experimental results. Next, we address the issue of surface vs. bulk
detection of the onset of crack propagation and show specific examples. Finally, in Section 4,
we draw conclusions which apply to general dynamic fracture toughness testing practice.

2. The H -integral and the CCS technique

H (t) is a path-independent integral which combines experimental and reference fields (forces
Te*P(¢), T*!(¢) and displacements u®*®(t), u™(t)) through time convolution products (bold-
face characters indicate vectors) [4, 5]. It should be emphasized that this concept applies to
two-dimensional deformations and linear elastic materials. Furthermore it is valid from the
application of the load until the onset of crack propagation only. In other words, the present
framework rules out crack propagation and nonlinear constitutive laws.

Two different specific integration paths can be chosen for the evaluation of H: the first
along the external boundary of the structure, and the second in the vicinity of the crack tip
(Fig. 1).

The expression for H (t) evaluated along the boundary of a structure containing a crack of
length « is given by

8u1ef 3Tref
exp ut*P
H(t) = 2/{1 - }dS (1a)

where * denotes time convolution product ([A + B|(7) = f7 >, {A:(¢)B:(r — t)}dt).
In the vicinity of the crack tip, the general expression of H (t) under plane strain conditions
involves both mode I and II stress intensity factors (K14 and K'jj4) for arbitrary loading

1

H(t):= Hy(t) + Hy(t) = {A ol o« KIS0+ KoP o« KEDY (1b)
(£ and v are Young’s modulus and Poisson’s ratio respectively).

The H-integral relates global information — forces and displacements - collected on
the boundary of the structure to local — crack tip — stress intensity factors. The reference
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displacement field can be chosen to enforce either pure mode I or pure mode IL. In each case,
the determination of the evolution of the stress intensity factor amounts to solving a scalar
linear convolution equation of the type

K?;p * I"z‘ﬁf = Hy(t; {T,u}** {T, U}ref) t=Torll. 2)

Consequently, for practical applications one needs the following:

— Determine a cracked specimen geometry and the adequate setup to measure both loads
(T°*P) and displacements (u®*P) on its boundaries.

— Generation of reference fields T and u™f. These fields are arbitrary and we calculate
them numerically. For a given geometry, this is done once for all per mode for any
combination of loading and crack length between a and a 4 da.

— A solver for scalar linear convolution equations.

The experimental setup we use is a standard Kolsky apparatus [9]. This apparatus is often
used for dynamic compression tests and determination of dynamic stress strain curves. In
this context, we will only note that the Kolsky apparatus is a convenient means to apply
and measure transient loads and displacements on the boundaries of a specimen sandwiched
between the bars. The specimen geometry we adopted is shown in Fig. 2. This specimen
(the Compact Compression Specimen, CCS) was designed especially to be inserted between
the incident and transmitter bars. This geometry eliminates the need for additional fixtures
which cause crack opening upon compressive loading (e.g., compression to tension inverting
devices). The specimen geometry is somewhat complex (and compact) so that numerical
(FE) calculations rather than analytical means must be employed to generate references. The
calculations are kept to a minimum level of complexity since there are no such fixtures to
model numerically. A single wire fracture gage (MM model CD 02 15A) is glued on each
specimen’s face, as close as possible to the crack tip, to signal the onset of crack propagation.
The crack tip can be machined or sharpened by fatigue cracking using a standard compressive
machine. The fracture toughness is thus the value of the stress intensity factor at the onset of
crack extension.

Despite the symmetry of the CCS, the loading is not symmetrical so that the forces on face
1 (incident) and face 2 (transmitter) are neither equal nor synchronized (Fig. 3). Consequently,
mixed I-1I crack opening mode develops. The extent of mode mixity was characterized and
it was observed that for a typical experiment, the crack starts to propagate under dominant
mode I [8, 10].

3. On the reciprocity of forces and displacements

The general expression for the H -integral involves both forces and displacements terms by
analogy with Betti’s theorem in elastodynamics [1]. Whereas the force-displacement reci-
procity has long been recognized, it has been so far of little practical use in experimental
applications. In our experimental setup, we measure both the forces and the displacements at
the specimen-bars interfaces. This information is quite precious to ‘fine tune’ the experiments
as will be shown next.

A common practice in dynamic fracture experiments is to record the forces to be used as
an input for a numerical calculation of the SIF (see e.g. [11]). In our case, this amounts to
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Fig. 2. The Compact Compression Specimen (all dimensions are in mm). The incident and transmitter bars are
sketched to point to the CCS-bars interfaces where transient forces-displacements are applied and measured.

Fig. 3. Typical applied transient forces (PMMA specimen). Note the lack of symmetry of the incident (1) and
transmitted (2) pulses.
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ref
keeping the reference force T'f constant with the crack length a (i.e. %I;l— = 0). The lhs of
(1a) thus reads

4 — 1 eXp f)ur{:f
H(t) = 2/ST * ds. (3a)

Here, we use the experimental force T®*P and its convolution with the derivative of the
reference displacement field w™ with respect to the crack length. The latter is calculated by
imposing the same arbitrary force pulse and calculating the corresponding displacements for
two slightly different crack lengths using FE technique [5].

Alternatively, one can choose an imposed reference displacement w®f which remains

constant with the crack length a (i.e. %‘{3 = 0). The lhs of (1a) now reads

1 T
- = _ exp
H(t) = 2/3 5ot ds. (3b)

Here, we use the experimental displacement u®*P and its convolution with the derivative of the
resultant force with respect to the crack length. By analogy with the previous case, we impose
the same displacement field u™f and calculate the resultant force for two slightly different
crack lengths.

One important remark needs to be formulated. Expressions (1) and (3) are strictly equiv-
alent. The common choice of type (3a) formulation is a matter of pure convenience which
is generally dictated by the numerical algorithms involved and their relative complexity (for
either prescribed forces or prescribed displacements boundary value problems) [12,13]. How-
ever, regardless of the chosen expression, the H -integral remains equal to the convolution
product of the stress intensity factors (2). This issue will now be addressed further in its
experimental aspects.

3.1. ‘FINE TUNING’ OF AN EXPERIMENT

In typical experiments with Kolsky bars three characteristic transient signals are recorded
from the gages: the incident ¢, and reflected €,er signals (incident bar), and the transmitted £
signal (transmitter bar). These signals can be converted into interfacial (CCS-bars) velocities
and forces. The interfacial velocities are given by [9,14]

{ vy = CL[Ein - Eref]

V2 = CLEw,

(4a)

where v and v; are input (incident) and output (transmitter) velocities respectively, cf, denotes
longitudinal sound velocity in the bars.
The interfacial forces are given by

{ P = EA[Ein + E‘ref] (4b)

PZ = EAEU‘)
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where A is the cross-sectional area of the bar.

Two important factors affect the quality of the results. The first is the nature of the
contact between the bars and the specimen. As long as the overall flexure of the CCS’s arms
remains small, i.e. for early fracture, the contact can be assumed to be good ensuring a good
iransmission of the siress wave. The sccond relates (o the relative amount of refiected and
transmitted signal. This ratio depends on the characteristic impedances (pcy,) of the bars and
the material and/or structure tested [15]. In our case we refer more to a structure than to a
material due to the shape of the CCS which further complicates impedance matching. This
limits in turn the degree of precision attainable for P;(¢ = 1,2), mostly when the incident
and reflected signals reach comparable amplitudes. In such a case, it may be desirable to use
the experimental displacements (3b) rather than the forces (3a). In other cases, either forces
or displacements can be used and results compared. However, since both formulations must
yield similar evolutions of the SIF’s one can assess the nature of the contact and the extent of
impedance mismatch effects. As a practical consequence, if the two evolutions diverge from
the very beginning of the experiment this surely indicates an experimental problem such as
lack of contact between the specimen and the bars. The choice of the formulation is thus left
to the engineering judgement of the experimentalist.

In the sequel, we develop further the use of the reciprocity between forces and displace-

ments.

3.2. BULK VS. SURFACE DETECTION OF CRACK PROPAGATION

Detection of the onset of crack propagation is central to almost all experimental techniques
aiming to measure the dynamic fracture toughness. Furthemore, it also determines the extent
of mode mixity [7, 8]. In our experiments, fracture time is signalled by means of single wire
fracture gages glued on each side of the specimen as close as possible to the crack tip. Several
factors can affect the accuracy of this measurement.

The distance between the gages and the crack tip is ascertained after fracture and is typically
found to be around 5 x 10~* m. For typical crack velocities (300 to 1000 m/s) this will only
cause a small delay between the onset of crack propagation and its detection. Yet, in many
cases, the gage readings can indicate different times due not only to misplacement but also to
uneven through the thickness crack front.

An additional issue is related to the nature of the fracture process: where does the first
‘event’ (e.g. microcrack) leading to crack formation occur with respect to the surface gages or
other detection device? In other words, what is the relationship between bulk crack initiation
and surface detection? While little experimental information is available on that matter, a
recent numerical simulation of the optical method of caustics has addressed certain aspects of
this problem [16].

Keeping in mind that the CCS technique is based on a 2D representation of an actual 3D
process, it is realized that the measured fracture toughness is equivalent to a thickness averaged
value of the actual fracture toughness of the material (by analogy with static fracture toughness
determination). As mentioned previously, using both the recorded forces and displacements
in (3a) and (3b) must yield identical evolutions of the stress intensity factors until loss of
reciprocity. This corresponds to some fracture process being initiated ahead of the main crack.
The time at which this occurs can be considered as the corresponding bulk averaged fracture
time, as will be shown next.
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Fig. 4. Half a CCS discretized for explicit FE calculations.

3.3. DYNAMIC FRACTURE TOUGHNESS OF A COMMERCIAL HARD STEEL AND PMMA
3,3.1. Numerical procedure

In previous work [5,6,8], we generated reference data with an implicit procedure which is
unconditionally stable [12]. Here we used an explicit (central differences) scheme for the direct
integration of the equations of equilibrium with a diagonalized mass matrix. Two specific types
of boundary conditions were imposed

— imposed force pulse T%f to calculate the derivative of the displacements _Q%fﬁ (i1=1,II)
in (3a).
ref
— imposed displacement pulse ul® to calculate the derivative of the reactions —ag—ai— (¢ =
I,17)in (3b).

All procedures were written in the object oriented EE. code CASTEM 2000, as in previous
applications [17]. Likewise, the stress intensity factors were calculated from the displacements
of a selected point using Irwin’s relationship [5]. A typical meshed half-specimen is shown in
Fig. 4. By comparison with previous meshes [5,6,8], this mesh is slightly coarser and more
regular.

For this explicit procedure, care was excercised to maintain stability through appropriate
spatial/temporal discretization along with monitoring the balance of energies [12,13]. The
choice of an explicit procedure was a matter of convenience. A preliminary step was to make
sure that explicit and implicit procedures give identical results when applied to the same
problem. Consequently we checked for path independence of the results. This was done in
mode I and in mode II by comparing the boundary and the near-tip values of the H -integral.
For the boundary value we used

of . Ouf ref . . . cref :
T x5 and —u™x %I;’—, while for the crack tip value we used K1 x K'f{ = [ [T

[8]. As shown in Fig. 5, the present numerical procedure preserves satisfactorily the path-
independent character of the H -integral. Boundary and near-tip values are in phase in both
modes but the relative error on the vaiue of H is more important in mode H than in mode L
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Fig. 5. Near-tip and boundary calculated values of the H -integral. (a) mode I and (b) mode II.
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This is consistent with previous observations [8], and it results from the relative coarseness
of the mesh together with the fact that mode I is by far the major mode. Consequently in the
present study we will consider dominant mode I only.

3.3.2. Commercial hard carbon steel

Dynamic fracture toughness of a commercial hard carbon steel was tested using the CCS
technique. Here, the impedance matching was satisfactory, resulting in a relatively small
reflected wave. Therefore, the same degree of accuracy was achieved on the forces and the
displacements. In this series of experiments, two fracture gages were used (one on each side
of the specimen). For the first specimen, the crack was of uneven length through the thickness,
18.30 mm on side 1 and 17.02 mm on side 2 (average crack length 17.6 mm). Gage 1 was
positioned at 18.3 mm and indicated fracture after 60 us. Gage 2 was positioned at 17.39 mm
(slightly beyond the crack tip) and read 68 ps. In Fig. 6a, we have plotted the evolutions of
the two stress intensity factors with time. The bulk time at which the evolutions separate is
slightly inferior to 60 ps.

This example represents a typical case of uneven crack length with an error on the position
of the gages (which cannot be avoided beforehand). Here, the use of the redundant couple
forces-displacements enables the determination of a bulk time to the fracture which is closer
to the reading of gage 1. Consequently, the reading of gage 1 together with the bulk time can
be considered as a sound estimate of fracture time.

For the second specimen, the crack-front was relatively straight (19.95 mm). The two gages
were positioned quite close to the tip and read 66 and 70 us respectively. From the evolutions
plotted in Fig. 6b it can be noted that bulk fracture occurs before it is detected by the surface
gages.

3.4. COMMERCIAL PMMA

In [10] we reported results for the dynamic fracture toughness of commercial PMMA tested
under different stress intensity rates with a single fracture gage and a relatively uniform crack
length. Here, by using a maraging steel bar with a PMMA sample, the impedance matching
is not ideal resulting in a larger uncertainty on the experimental forces with respect to the
displacements.

The evolutions of the mode I stress intensity factors (mode II is known to be minor)
obtained by using experimental forces and displacements are shown in Fig. 7 (samples P6
and P10 in [10]). From this figure, it can be noted that the two evolutions are initially similar
for about 80 us. This indicates that despite the poor impedance matching, the forces and the
displacements were accurately measured. Also, the bulk fracture time (divergence time) is
slightly shorter than that measured by the surface gages (less than 10 ps). This result makes
sense as fracture is expected to initiate in the bulk of the specimen rather than on its smooth
surface. Furthermore, the consistency of these two times (bulk and gage) indicates that in
this experiment, the fracture gages performed reliably. Yet, should both gages have failed to
perform satisfactorily, the bulk time to fracture thus determined would still have yielded a
reasonable estimate of the dynamic fracture toughness.

One remark can be made concerning the difference between the bulk fracture time and
that indicated by the gages. The specimen thickness was 16.5 mm and assuming that fracture
started at mid-thickness, a simple calculations shows that the average crack velocity would be
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Fig. 6. Steel specimens. Evolutions of the mode I stress intensity factors calculated us{ng once experimental forces
and once experimental displacements. Both evolutions are similar until the onset of bulk fracture. Gage 1 and
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1650 m/s. This value is of the order of the Rayleigh wave velocity in PMMA and is therefore
not realistic [18]. It is thus more appropriate to assume that dynamic crack initiation involves
several individual events which link up to yield one macrocrack.

4. Conclusions

This paper presents additional experimental aspects of the CCS technique for dynamic fracture
toughness determination.

It has been shown that the redundant couple of data — forces and displacements — can be
used to improve the experimental accuracy. Specifically, the evolutions of dynamic SIF’s can
be calculated using either experimental forces or displacements, whichever is more accurate.
Both data must yield initially identical results by virtue of their reciprocity. Loss of reciprocity
indicates the onset of crack propagation and is indicated by diverging evolutions. This result
can be used advantageously to assess not only the influence of characteristic impedance
mismatch but also to get an idea of the bulk time to fracture.

Two examples with specific problems have been presented: one (steel) with problems
related to uneven crack length and the position of the fracture gages and the other (PMMA)
with impedance matching related problems.

It is generally observed that surface fracture gages give a reasonable estimate of the fracture
time with respect to the slightly shorter bulk fracture time.

An additional point is that the present approach can complement a deficient gage reading,
or even facilitate the testing of materials under severe (temperature, radioactive) environment
where gage laying can be hazardous.
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